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EECS 16A Designing Information Devices and Systems I
Spring 2023 Optional Bonus Problems

These are some optional problems that you might find interesting. They are not required. They
involve concepts that are in scope for the final, but you do not need to turn anything in. There are no
self-grades for this homework.

1. Image Analysis
Learning Goal: This problem introduces a method of fitting a non-linear model through a set of measured
data points using the least squares method.

Applications in medical imaging often require an analysis of images based on the image’s pixels. For
instance, we might want to count the number of cells in a given biological sample. One way to do this
is to take a picture of the cells and use the pixels to determine their locations and how many there are.
Automatic detection of shape is useful in image classification as well (e.g. consider a robot trying to find
out autonomously where a mug is in its field of vision).

Let us focus back on the medical imaging scenario. You are interested in finding the exact position and
shape of a cell in an image. You will do this by finding the equation of the circle or ellipse that bounds the
cell relative to a given coordinate system in the image. Your collaborator uses edge detection techniques to
find a bunch of points that are approximately along the edge of the cell. We assume that the origin of
the coordinate system is in the center of the image with standard axes (x,y) and your collaborator gives you
the following points that approximately bound the cell:

(0.3,−0.69), (0.5,0.87), (0.9,−0.86), (1,0.88), (1.2,−0.82), (1.5,0.64), (1.8,0).

Recall that an equation of the form

a1x2 +b1xy+ c1y2 +d1x+ e1y = 1

can be used to represent an ellipse (if b2
1 −4a1c1 < 0), and an equation of the form

a1(x2 + y2)+d1x+ e1y = 1

is a circle if d2
1 + e2

1 +4a1 > 0. Notice that the circle has fewer parameters.

You don’t need to consider these constraints in your least squares setup, but you are encouraged to check
whether your least squares solutions satisfy these constraints.

(a) How can you find the equation of a circle that surrounds the cell by fitting the data points? First, provide
a setup and formulate a minimization problem to do this, i.e. a least squares problem minimizing the

squared error
∥∥∥A⃗v− b⃗

∥∥∥2
, where you attempt to find the unknown coefficients a1, d1, and e1 from

your data points. Here your unknown vector v⃗ =

a1
d1
e1

. Hint: The quantities (x2 +y2), x, and y can be

thought of as known values calculated from your data points.
You do not need to simplify the numerical values for the matrix elements; just writing out the matrix
with numerical expressions will suffice.
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(b) How can you find the equation of an ellipse (instead of a circle) that surrounds the cell? Provide a
setup and formulate a minimization problem similar to that in part (a). Now the unknown vector v⃗ will
be different from the earlier parts.
You do not need to simplify the numerical values for the matrix elements; just writing out the numerical
expressions will suffice.

(c) In the IPython notebook, run the widget and try to trace the outline of the example cell image with
"measurements" by clicking the edge of the cell. Then try both fitting with circle and an ellipse. Which
shape fits better, and why?

(d) Now let’s try this ourselves with the data given in the problem. In the IPython notebook, write a short
program that uses least-squares to fit a circle to the given points. A helper function plot_circle is
provided. What is ∥⃗e∥

N , where e⃗ = A⃗v− b⃗ and N is the number of data points? Plot your points and the
best fit circle in IPython.

(e) In the IPython notebook, write a short program that uses least-squares to fit an ellipse to the given
points. A helper function plot_ellipse is provided. What is ∥⃗e∥

N , where e⃗ = A⃗v− b⃗ and N is
the number of data points? Now the unknown vector v⃗ will be different from the earlier parts. Plot
your points and the best fit ellipse in IPython. How does this error compare to the one in the previous
subpart?

2. (OPTIONAL, PRACTICE) Labeling Patients Using Gene Expression Data

Learning Goal: This problem aims to design a predictive model using the least squares method on a set of
training data and test the efficacy of the model using a set of test data.

Least squares techniques are useful for many different kinds of prediction problems. Numerous researchers
have extensively further developed the core ideas that we have learned in class. These ideas are commonly
used in machine learning for finance, healthcare, advertising, image processing, and many other fields. Here,
we’ll explore how least squares can be used for classification of data in a medical context.

Gene expression data of patients, along with other factors such as height, weight, age, and family history, are
often used to predict the likelihood that a patient might develop a certain disease. This data can be combined
into a vector that describes each patient. This vector is often referred to as a feature vector.

Many scientific studies examine mice to understand how gene expression relates to diabetes in humans.
Studies have shown that the expression of the tomosinB and tsA genes are correlated to the onset of dia-
betes in mice. How can we predict whether or not a mouse will develop diabetes based on data about this
expression as well as other factors of the mouse? We will use some (fake) data to explore this.

We are given feature vectors for each mouse as:
age

weight
tomosinB

tsA
chnA


Age and weight in the vector above are represented by real numbers, while the presence or absence of the
expression of the genes tomosinB, tsA, and chnA is captured by +1 and −1 respectively. For example,
the vector

[
2 20 1 −1 −1

]T means a 2 month old mouse, that weighs 20 grams, expresses the genes
tomosinB, but not tsA or chnA.
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We would like the following expression to be positive if the mouse has diabetes and negative if the mouse
does not have diabetes:

f (age,weight, tomosinB, tsA,chnA) = α1(age)+α2(weight)+α3(tomosinB)+α4(tsA)+α5(chnA).
(1)

(a) We wish to set up a linear model for the problem in the format A⃗x = b⃗. Here, b⃗ will be a vector with
+1,−1 entries where a 1 represents that the mouse is diabetic and −1 represents that the mouse is not
diabetic. The feature vectors of each mouse will be included in each row of the matrix A. For example,
if the first row of A contains the data of mouse #1 and the first entry of b⃗ is +1, that means the mouse
#1 has diabetes.
Set up the problem by writing A, x⃗, and b⃗ in terms of the variables in the feature vectors, αi, and any
other variables you define. What are your unknowns?

(b) Training data is data that is used to develop your model. The matrix A and vector b⃗, provided in
gene_data_train.npy and diabetes_train.npy respectively, represent the (fake) training
data. Use the data to find the optimal model parameters α1, . . ., α5 for the given data set. Find the
optimal parameter values using least squares method and the provided IPython notebook.

(c) Now it is time to use the model you have developed to make some predictions! It is interesting to note
here that we are not looking for a real number to model whether each mouse has diabetes or not; we
are looking for a binary label. Therefore, we will use the sign of the expression from Equation
(1) to assign a ±1 value to each mouse. Each mouse characteristics are represented by each row of
gene_data_test.npy.
Predict whether each mouse with the characteristics in the test data set gene_data_test.npy will
get diabetes. There are four mice/ rows in the test data set. Calculate the ±1 prediction vector b⃗calc
that shows the prediction whether a mouse will be diabetic or not. Observe the ±1 vector b⃗test from
diabetes_test.npy that indicates whether or not the mice actually have diabetes.
What is the prediction accuracy (number of correct predictions divided by total number of predictions)
of your model?

3. How Much Is Too Much?

When discussing circuits in this course, we only talked about resistor I-V curves. There are many other
devices that can be found in nature that do not have linear I-V relations. Instead, I is some general function
of V , that is I = f (V ). Often times, the function describing the I-V relationship is not known beforehand.
The function f is assumed to be a polynomial, and the parameters of f (the coefficients for every power of
V ) are computed using least squares.

Throughout this problem, we are provided with x⃗, a set of voltage measurements, and y⃗, a set of current
measurements.

(a) Let’s first try to model a resistor I-V curve. Run the code in the attached IPython notebook. What
is the degree of the polynomial that fits an ideal resistor I-V curve? Play around the with degree in
the IPython notebook and observe the best fit polynomial’s shape. Is the noise influencing the higher
degree polynomials?

(b) The attached IPython notebook provides functions data_matrix, leastSquares that allow
you to fit polynomials of different degrees to the data provided. We also provide a function cost that
computes the squared error of the fit. In the attached IPython notebook, plot the cost of various degree
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polynomials fitting to the measured I-V data points for a resistor using the given cost function. The
cost function returns ∥⃗y−A f⃗∥2, i.e. the squared magnitude of the error vector.

A =


1 x1 x2

1 . . .
1 x2 x2

2 . . .
1 x3 x2

3 . . .
...

. . .


As seen above A is the appropriately sized matrix containing powers of the elements of x⃗ and the vector
f⃗ contains entries fn that are the coefficients for the nth power of the elements of x⃗. Comment on the
shape of the “Cost vs. Degree" graph. Do we want to choose a best fit polynomial of degree greater
than one if the cost is lower than the polynomial of degree one? Should we choose the degree of the
polynomial based on this graph? This question is meant to make you think, do not worry too much
about getting a precise right answer here.

(c) Now let’s put our hypothesis to the test by extrapolating some data! Using the provided code, graph
the least squares polynomial fit IV characteristic for V = [0,20] for both degree 1 and degree 15
polynomials. Which degree fits the extrapolated data better?

4. Constrained Least Squares Optimization

In this problem, we will guide you through solving the following optimization problem:

Consider a matrix A ∈ RM×N where M > N and all N columns are linearly independent. Determine a unit
vector ˆ⃗x that minimizes ∥A⃗x∥, where ∥·∥ denotes the norm—that is,

∥A⃗x∥2 ≜ ⟨A⃗x, A⃗x⟩= (A⃗x)T A⃗x = x⃗T AT A⃗x.

This is equivalent to solving the following optimization problem:

min⃗x ∥A⃗x∥2 subject to the constraint ∥⃗x∥2 = 1.

This task may seem like solving a standard least squares problem A⃗x = b⃗ where b⃗ = 0⃗, but it is different.
As an example, notice x⃗ = 0⃗ is not a valid solution to our problem because the norm of the zero vector
does not equal one. Our optimization problem is a least squares problem with a constraint—hence the term
constrained least squares optimization. The constraint can be visualized as limiting the vector x⃗ to lie on a
unit circle (radius of the circle is one) if N = 2 and on a unit sphere if N = 3.

Let (λ1, v⃗1), . . . ,(λN , v⃗N) denote the eigenpairs (i.e., eigenvalue/eigenvector pairs) of AT A. Assume that the
eigenvalues are all real, distinct and indexed in an descending fashion—that is,

λ1 > · · ·> λN .

Assume, too, that each eigenvector has been normalized to have unit length—that is, ∥⃗vk∥= 1
for all k ∈ {1, . . . ,N}.

(a) Show that λN > 0, i.e. all the eigenvalues are strictly positive.
Hint: Consider ∥Av⃗N∥2. Write ∥Av⃗N∥2 in the matrix multiplication form, and use the eigenpair equa-
tion AT Av⃗N = λN v⃗N .
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(b) Consider two eigenpairs (λk, v⃗k) and (λℓ, v⃗ℓ) corresponding to distinct eigenvalues of AT A—that is,
λk ̸= λℓ. Prove that the corresponding eigenvectors v⃗k and v⃗ℓ are orthogonal: v⃗k ⊥ v⃗ℓ.
To help you get started, consider the two equations

AT A v⃗k = λk v⃗k (2)

and

v⃗T
ℓ AT A = λℓ v⃗T

ℓ . (3)

The second equation can be derived by taking the transpose of both sides in the eigenvalue equation
AT A v⃗ℓ = λℓ v⃗ℓ. Premultiply Equation 2 with v⃗T

ℓ , postmultiply Equation 3 with v⃗k, compare the two,
and explain how one may then infer that v⃗k and v⃗ℓ are orthogonal, i.e. ⟨⃗vk, v⃗ℓ⟩= 0.
Premultiplication by a vector x⃗ means multiplying an expression by x⃗ on the left. For example, pre-
multiplying the matrix A by x⃗ gives x⃗A. Postmultiplication means multiplying on the right. Remember
that in general matrix-vector multiplication is not commutative, so those operations are not identical.

(c) The results of part (b) imply that the N eigenvectors of AT A are mutually orthogonal. A basis formed
by vectors that are both (1) mutually orthogonal and (2) have unit length is called an orthonormal
basis. Since the eigenvalues of AT A are distinct and have a norm of one, the eigenvectors form an
orthonormal basis in RN . This means that we can express an arbitrary vector x⃗ ∈ RN as a linear
combination of the eigenvectors v⃗1, . . . , v⃗N , as follows:

x⃗ =
N

∑
n=1

αn v⃗n.

i. Determine the nth coefficient αn in terms of x⃗ and one or more of the eigenvectors v⃗1, . . . , v⃗N .
ii. Suppose x⃗ is a unit-length vector (i.e., a unit vector) in RN . Show that

N

∑
n=1

α
2
n = 1

where the αn’s are the coefficients of x⃗ in the basis defined earlier.

(d) Now express ∥A⃗x∥2 in terms of {α1,α2 . . .αN}, {λ1,λ2 . . .λN}, and {⃗v1, v⃗2 . . . v⃗N}, and find an expres-
sion for ⃗̂x such that ∥A⃗x∥2 is minimized. Do not use any tool from calculus to solve this problem, so
avoid differentiation.
Hint: After expressing ∥A⃗x∥2 in terms of {α1,α2 . . .αN}, {λ1,λ2 . . .λN}, and {⃗v1, v⃗2 . . . v⃗N}, which
variable are you minimizing over?
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